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ABSTRACT 
Academics and community organisations are increasingly adopt-
ing co-research practices where participants contribute to qualita-
tive data collection, analysis, and dissemination. These qualitative 
practices can often lack transparency that can present a problem 
for stakeholders (such as funding agencies) who seek evidence of 
the rigour and accountability in these decision-making processes. 
When qualitative research is done digitally, paradata is available 
as interaction logs that reveal the underlying processes, such as 
the time spent engaging with diferent segments of an interview. 
In practice, paradata is seldom used to examine the decisions asso-
ciated with undertaking qualitative research. This paper explores 
the role of paradata arising from a four-month engagement with 
a community-led charity that used a digital platform to support 
their qualitative co-research project. Through observations of plat-
form use and refective post-deployment interviews, our fndings 
highlight examples of paradata generated through digital tools 
in qualitative research, e.g., listening coverage, engagement rate, 
thematic maps and data discards. From this, we contribute a concep-
tualisation of paradata and discuss its role in qualitative research to 
improve process transparency, enhance data sharing, and to create 
feedback loops with research participants. 
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1 INTRODUCTION 
Qualitative research is frequently used in many disciplines by aca-
demics, governments, and third-sector organisations to learn from 
experiences, understand concepts, and discover new meanings. At 
the same time, grant providers, including governments and funding 
agencies, are pushing for greater transparency and reproducibil-
ity in research practices [10]. This is of particular importance in 
qualitative research where attempts are made to capture and rep-
resent the lived experiences of research participants, but research 
decisions are often made that might introduce bias, intentional 
or otherwise. This paper comes at an important time in the HCI 
community where recent conference panels [65], SIGs [13], work-
shops, [23] and papers [69] have called for increased data sharing, 
replicability, and transparency of qualitative research procedures 
while highlighting a need for process transparency, i.e., “... where 
the various decisions made during a study, including the methods 
deployed, are communicated in detail” [65]. 

Civil society organisations are increasingly collaborating with 
academics and local government to collect, analyse, and use quali-
tative data to inform the delivery of public services more tailored 
to their needs, i.e., digital civics research [68]. Critical to the suc-
cess of these collaborations is adopting research approaches that 
actively involve participants from outside the research community 
in a process of shared learning, i.e., co-research [27]. In co-research 
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projects, participants become active co-researchers where they can 
contribute to all research stages: from research question formula-
tion to the dissemination of results. Examples of prior co-research 
projects include collaborations with regional transport authorities 
where co-researchers (citizens) used technology to share experi-
ences of public transport that informed the redesign of future light 
rail carriages [5], and partnerships between community groups and 
local planning authorities to inform public policy [34, 35]. Key to 
these partnerships is the role co-researchers take in capturing, docu-
menting, and sharing their lived experiences, which are qualitative 
practices often mediated through technology [55]. 

When qualitative research is digitally mediated, additional forms 
of data can be more easily automatically recorded, such as the order 
and frequency of how codes and comments on data evolved over 
time. This form of data is termed paradata that describes how people 
access, use, or engage with a system, process, document of data. To 
date, paradata has primarily been applied in survey methodology 
research where it is used to describe the process of completing a 
survey or questionnaire [16]. For example, by recording mouse 
clicks per question to determine the order of responses [9]. 

Multiple, distinct technologies are often used during qualitative 
research projects where capturing paradata automatically would 
be challenging as there is no unifed approach to data management 
between systems [46, 72]. In contrast, recent HCI research has ex-
plored the design and use of digital platforms that encompass all 
stages of the qualitative research process to make qualitative research 
practices more inclusive for co-researchers, e.g., [3, 55, 59]. As these 
platforms structure participation in each and all stages they provide 
opportunities to explore the role of paradata to increase the trans-
parency and visibility of contributions for diferent stakeholders 
involved, such as citizens and community organisations. To explore 
the possible challenges around paradata use, we explicitly selected a 
research context where an existing digital platform was used across 
the research process – but where paradata was not yet recorded – 
to enable more meaningful refections on the decisions made with 
technology and the potential paradata that could be recorded to 
inform future design research. 

This paper presents a four-month collaboration with a 
community-led charity where nine co-researchers co-led an end-
to-end qualitative co-research project. This project, termed Making 
Links, was initiated by community members who used an open-
source digital technology (Gabber [55]) to capture, analyse, and 
share snippets of audio interviews discussing their lived experiences 
to help foster peer connections. Unlike academics who capture and 
analyse data from others, the co-researchers of this project were 
the creators, owners, and investigators of the research data. This 
unique positioning could provide insights into multiple perspec-
tives, i.e., through being both research participants and researchers. 
We report on two research phases: (1) a feld deployment of Gabber 
to examine the qualitative practices of citizens (as co-researchers) 
through observations of platform use; and (2) post-deployment 
interviews with participants to refect on how paradata could be 
meaningful to them. Our primary aim was to understand which 
characteristics of paradata were important in qualitative research 
to inform the design of paradata-driven interfaces for qualitative 
research. 

Our fndings contribute to HCI and qualitative research litera-
ture in three ways: (i) a conceptualisation of paradata to enhance 
qualitative research practices in contrast to prior uses in survey 
methodology; (ii) refections from a real-world deployment of a 
digital system used across all stages of a co-research project and 
refective interviews on the utility of paradata across the research 
process; and (iii) a characterisation of design challenges concerning 
how paradata could be used to improve process transparency in 
qualitative research. 

2 RELATED WORK 
This section outlines research domains where paradata is used 
to inform product and prototype development. The role of trans-
parency in qualitative research is then described followed by how 
digital tools are used in qualitative research where paradata is not 
currently captured. 

2.1 Paradata as a Digital By-product of 
Participation 

Paradata is data captured during the process of interacting with a 
system, process, or data, such as completing a survey or question-
naire [16], listening to music streaming services [71], using online 
learning platforms [64], or participating in citizen science projects 
[11, 43, 44], . Within commercial and academic contexts, paradata 
is primarily used to understand or improve a product, prototype or 
service, often through capturing paradata as engagement metrics or 
interaction logs. One area that has saw extensive use of paradata is 
online learning where the aim is to create tailored learning experi-
ences and to support instructors having a better understanding of 
how their students are engaging with content, i.e., learning analyt-
ics. Shi et al. [61] use paradata collected from students of massive 
online open courses (i.e., clickstreams) to augment a video player 
with aggregated interaction data to enhance the viewing experi-
ence. This paradata was then overlaid onto the video’s timeline to 
visualise aggregated watching history, enabling students to quickly 
see the areas of popular interest. Prinsloo and Slade [48] noted 
that collecting and representing paradata raised ethical challenges 
with consent as while students were not identifable they desired 
increased transparency of how and when paradata is collected and 
used. 

Sun et al. [64] extends this work through interviewing multiple 
stakeholders (i.e., students, teachers) of online learning platforms 
to understand their perspectives towards how learning analytics 
(paradata) were used, accessed, and analysed. This work highlighted 
the need to convey the origins and quality of paradata within in-
terfaces and illustrated how paradata could misrepresent student 
performance. This work also highlighted how issues of consent 
were raised regarding who could access this paradata and how it 
might be used, with the owners of the data (students) requesting 
more involvement and control over its use [64]. These fndings 
mirror prior survey methodology research on the need to inform 
users of which data is collected [9, 16, 32], which is critical given 
recent data protection legislation, e.g., GDPR [45] and CCPA [8]. 

One research area that has also explored paradata use is citizen 
science (CS), which describes the practice of public participation in 
scientifc research in both traditional research activities (i.e., data 
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collection and analysis tasks [31]) and external engagements (i.e., 
community action, awareness raising, or education [43]). This con-
fguration of the research process enables researchers to draw from 
citizen’s environmental, contextual, or social knowledge to con-
tribute to research projects beyond geographically collocated tasks 
that would be infeasible otherwise. Recent CS research has utilised 
usage logs (paradata) from in-the-wild studies [43] and word use on 
online forums [11] to examine how human values infuence digital 
participation as a proxy to creating more sustained engagement. 
While other CS research has explored gamifcation of participa-
tion with paradata [30]. Most relevant to this paper is citizen social 
science (CSS) research that aims to support citizens co-examining 
societal issues through the application of qualitative methods that 
draws from participants expertise of their environment and social 
context that researchers may not have access to [49]. To date, lim-
ited CSS research has adopted technology or explored paradata’s 
role in qualitative projects, which this paper examines. 

2.2 Transparency in Qualitative Research 
Transparency in qualitative research can help with establishing the 
quality of qualitative research [60] and frameworks have been de-
veloped in an attempt to standardise transparent research practices. 
For example, Meyrick [38] developed a framework where trans-
parency and a systematic approach are the two key principles to 
structure the evaluation of a research workfow. However, this work 
presents a high-level overview that the authors themselves state as 
being “too general and not specifc in setting levels of adequacy for 
each technique.” [38]. In contrast, Hiles and Čermák [28] propose an 
analysis method that strives towards transparency in both the data 
collection and analysis of qualitative data by forcing the researcher 
to consider the role of transparency prior to undertaking data cap-
ture and analysis. Similar to Meyrick [38]’s proposed framework, 
adequate details of what to record to increase transparency of each 
research stage is not provided. 

Building on these frameworks, Tuval-Mashiach [66] proposed a 
model of transparency developed around three refective questions 
to consider when undertaking qualitative research: what I did (e.g., 
an audit trail), how I did it (e.g., paradata), and why I did it (e.g., re-
fexivity), and provides prompts to guide the researcher to consider 
how this model impacts their practices. This work also emphasises 
the importance of discussing decisions made “behind the scenes”, 
such as highlighting the participants that were not cited in fndings 
or which themes emerged in the analysis but were not included in 
the report [66]. 

In recent HCI research, Talkad Sukumar et al. [65] describe a 
need for transparency of the qualitative research process through 
documenting the decisions that researchers make in a way that 
could enhance reliability and improve the peer-review process, 
i.e., process transparency. While this work highlights the need for 
transparency of qualitative practices, what might the role (if any) 
be for technology in automatically documenting these decisions 
through paradata? This is particularly important to consider as 
data handling frameworks are increasingly being adopted to ensure 
research data is formatted and handled in a way that makes it 
Findability, Accessibility, Interoperability and Reusability (FAIR) 
[41, 70]. However, sharing qualitative data can be challenging due to 

the ethical and consent constraints associated with sharing human 
experiences, which adds additional time constraints for researchers 
to adopt these practices [23, 65]. 

2.3 Digitally Supported Qualitative Research 
Academics use a range of digital tools across their qualitative re-
search practices, from performing literature reviews to undertaking 
qualitative data analysis [46, 72]. Managing data across these tools 
is challenging, as there is often no standardised way to export, 
view, or use the meta(data) created through them. Commercial (e.g., 
[15, 19, 53]) and non-commercial (e.g., [2, 18, 24, 56]) platforms for 
qualitative data analysis have the potential to record and visualise 
paradata, but are primarily designed and used to create outcomes 
from data analysis, e.g., themes and written reports [47]. While 
there exists a range of techniques designed to improve the relia-
bility of qualitative research, they are primarily concerned with 
the data analysis stage, depend on methodological factors, and are 
infrequently used in practice, e.g., inter-rater reliability (IRR), data 
source triangulation, or member checking [37]. 

Qualitative practitioners are increasingly adopting participatory 
digital platforms that aim to engage stakeholders in all aspects of 
qualitative research, from ideation of project ideas, capturing and 
analysing data, to writing reports or creating media artefacts, e.g., [3, 
4, 21, 51, 55]. Building on this work, Rainey et al. [55] conceptualises 
the intersecting qualitative practices of citizens, academics and civil 
society as a qualitative research workfow whereby data from each 
research stage – preparation, consent, capture, analysis, curation, 
and reuse – structures participation in the subsequent stage that 
are familiar and practical to practitioners. Likewise, recent work 
highlights the capacity for citizens (as researchers) to independently 
and actively engage in all qualitative workfow stages through 
technology [54]. Findings from that work surfaced desires from 
research participants for increased transparency over who and 
how their contributions are engaged with to increase feelings of 
representation and to hold decision-makers accountable, mirroring 
results of prior research, e.g., [17, 21, 34]. 

Recent work highlights how digital tools for qualitative research 
primarily exist to support qualitative data analysis as the coding 
of data is a time-consuming and repetitive process, particular for 
larger datasets [34, 47]. Exploratory HCI research highlights that 
academics desire automation of their qualitative practices, but only 
after an initial codebook is developed and applied to a subset of data, 
and that emerging Natural Language Processing (NLP) techniques 
can automate coding practices with comparable coding results to 
academics [36]. More recent work describes how NLP can provide 
code suggestions that are incrementally improved as the corpus is 
coded [57, 58]. The increasing use of digital platforms and desire 
for automation in qualitative practices provides opportunity to 
explore where paradata might be derived from, impact and used to 
surface the decisions made at each research stage. However, limited 
research explores the potential role of paradata within qualitative 
research practices and the opportunities it could aford. 
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3 CONTEXT: MAKING LINKS 
In the United Kingdom, there has been an evolving shift from local 
government providing “one size fts all” models of social care provi-
sion to the delivery of personalised health and social care through 
the allocation of funding to individuals to self-manage and tailor the 
care that they receive, i.e., through legislation concerning personal 
health budgets (PHB) [40, 42]. The increased autonomy associated 
with becoming a personal budget holder requires navigating com-
plex administrative decisions that are often new to the individual 
and which are typically addressed through experience. Frequently 
it also means personal budget holders become an employer that 
involves recruiting and interviewing personal assistants to provide 
dedicated support or care in their homes or in their community. 
This involves a range of decisions: determining whether to em-
ploy a personal assistant, how and where to conduct interviews, 
managing a payroll, and general budgeting to adhere to auditing 
procedures. In response, civil society organisations have emerged to 
support individuals self-directing care to navigate the bureaucratic 
and complex procedures PHB’s entail. 

ActionHub is a community-led charity organisation that pro-
vides information, advice, and support to disabled people and their 
families, including support for those who access personalised care 
funding. ActionHub members were keen to create informal peer-to-
peer networks to share their experiences and knowledge on how 
they overcame the challenges associated with becoming a personal 
budget holder and self-directing their support. 

As such, from January 2019 a co-research project began to de-
velop this idea further between ActionHub members, and our re-
search team, termed Making Links. As part of an initial meeting, 
a range of commercial and open-source participatory platforms 
were demoed as potential platforms that could be used by the co-
researchers. It was important to the project that participants could 
lead and contribute throughout, and a media-based system was 
seen to increase accessibility whilst amplifying the experiences of 
community members, which motivated their choice of Gabber [55]. 

Prior to engaging in Making Links, an earlier preparatory re-
search phase was established to explore what shape a peer network 
in this context might take and to examine how it could be devel-
oped. This earlier group highlighted a shared understanding of the 
challenges faced when trying to create pathways for sharing accu-
mulated expertise concerning self-directing support and expressed 
how hard it was to seek direct input from peers with similar expe-
riences. The qualitative practices of this phase involved in-person 
refections on conversations from prior workshops. These insights 
were disseminated ofine and distributed through internal email 
lists, with co-researchers seeking alternative ways to capture, anal-
yse, and disseminate knowledge amongst the community. Due to 
time constraints, these workshops did not capture the full scope of 
roles associated with self directing care, spanning budget holders, 
personal assistants, family supporters and skilled advisers. 

3.1 Digitally Enhanced Co-Research with the 
Gabber Platform 

Gabber is an open-source, digital platform that makes all stages of 
qualitative research inclusive through its reuse of the original cap-
tured audio interview to structure the subsequent research stages, 

i.e., data preparation, data capture, consent, analysis, curation, and 
data reuse [55]. Through Gabber, participants can prepare a project 
that contains metadata to guide participation across research stages, 
such as setting up discussion topics to structure data capture and a 
codebook for data analysis. A mobile application is used to capture 
and annotate an audio interview using the discussion topics in-situ 
(Figure 1.A). Informed consent for how the data is used and who can 
access it is taken through the mobile application with a dynamic 
consent process via email enabling participants to update their 
consent at any time. Recordings are then uploaded to a website 
where the data is accessible to all project members if consent on 
the interview has been granted. Discussion topics are then overlaid 
onto the audio to enhance how the interview is represented and 
project members can write textual comments and associate codes in 
response to segments of the audio interview (Figure 1.B). Data cura-
tion and dissemination occurs through a separate interface where 
participants can view all snippets of coded audio data, flter them 
based on topics or codes, and curate these snippets into individual 
playlists to represent a narrative that draws from voices across the 
dataset (Figure 1.C). 

4 STUDY DESIGN 
This section describes the research approach taken across two 
phases of Making Links, the co-researchers involved, and the data 
collection and analysis methods used in each phase. 

4.1 Research Approach 
To date, limited work has explicitly examined the role of para-
data in qualitative practices, in part, because the characteristics 
of paradata that are meaningful to practitioners remain underex-
plored. Informed by the growing use of technology in qualitative 
and participatory media practices (e.g., [3, 67]), we posit paradata as 
one potential way to enhance process transparency, accountability, 
and trust for all stakeholders involved in the qualitative research 
workfow. 

The context of Making Links provided a unique opportunity 
to observe how a digital tool (i.e., Gabber [55]) was adopted as-is 
and confgured with minimal support and input from our research 
team. A co-author led the co-research project and was a collab-
orator in the analysis presented in this paper. The lead author’s 
role in the co-research project was principally ethnographic using 
participant observations to understand the qualitative practices and 
platform use by co-researchers. This ethnographic work provided 
insights into the qualitative practices of co-researchers concerning 
the collaborative activities at each workfow stage, while deepening 
our understandings of how paradata can be used in digital tools to 
support transparency. Following this, we sought to understand the 
perspectives of the co-researchers to compliment and contest our 
informed views on the role of paradata in qualitative research. 

The research in this paper encompassed two phases detailed in 
the following sections: (1) a feld deployment of Gabber to examine 
how the digital platform was confgured and used by co-researchers 
to support their qualitative practices; and (2) post-deployment in-
terviews with co-researchers from phase one to understand their 
perceptions of how paradata could be used to enhance process 
transparency. 
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Figure 1: the interaction points on the Gabber platform: (1) a mobile application that captures and annotates audio interviews; 
and a website where audio recordings and metadata are made available for data analysis (2) and curation (3). In the mobile 
application, users are presented a list of discussion topics (1.A) that change colour to illustrate that a topic is covered (1.B), 
and when pressed begins recording a conversation (1.C). In the data analysis screen, the user can listen to the annotated audio 
recording and view other users’ textual annotations (2.A), leave comments (2.B) and respond to other user’s comments (2.C). 
The curation screen allows the user to listen to the annotated audio snippets (3.A) and reorder the curated snippets (3.B). 

Figure 2 illustrates the two phases of the study and activities 
that co-researchers engaged in related to each stage of qualitative 
research workfow. Critically, qualitative activities were undertaken 
autonomously in phase one by the co-researchers, while the second 
phase was led by the lead author. 

4.2 Participants 
Across Making Links, nine participants – one researcher (P1, a 
member of our research team), two ActionHub staf (P2-3), and 
six service-users – engaged with varying degrees of participation 
across each research stage as outlined in Table 1. The role column 
outlines each participant’s role within ActionHub: researcher as the 
academic supporting the project (P1), staf who were employed 
by ActionHub as the CEO (P2) and support worker (P3), and client 
as individuals who have used the services ofered by ActionHub. 
In particular, P5 and P8 were employed as or training to become 
personal assistants while the other clients were direct receivers of 
PHB’s and used ActionHub to gain support with managing their 

PHB’s (i.e., P4, P6, P7 and P9). Likewise, under the prior experience 
column we defne an expert as having previously led qualitative 
research projects and a novice as having engaged in co-research 
activities. The consent and reuse stages are not included in Table 1 
as consent involved external stakeholders and the planned train-
ing activity to reuse curated content was postponed. Notably, a 
‘core group’ of fve participants (P1, P3, P6-8) were instrumental to 
Making Links through contributing to almost all research stages. 
Several participants had previously informally met through events 
held by ActionHub but had not previously participated together in a 
sustained research project in this way. All participants were invited 
to attend all research stages (workshops) and lack of attendance can 
be attributed to participant unavailability and was not deliberately 
planned in the research design. 

For phase two (post-deployment interviews), all participants 
besides P9 took part in the semi-structured interviews. P3 and 
P6 had previously led qualitative research as part of their prior 
education. This was important for how the interview schedule was 
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PHASE ONE: 
Field Deployment
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Figure 2: A process diagram highlighting the two phases of the Making Links project and the associated research activities 
undertaken in each qualitative workfow stage: preparation, consent, capture, analysis, curation, and reuse. Phase One high-
lights how the co-researchers structured participation with the Gabber platform. Phase Two highlights their refections on 
the procedure and the research methods that our research team applied to examine these refections. 

approached when discussing decisions made, data representation, 
and transparency as outlined in the subsequent sections. 

4.3 Data Collection 
Interviews took place one week after the data curation stage of 
the feld deployment phase (Figure 2) to ensure participants (co-
researchers) had recent experience engaging in research stages and 
because it was unclear when the data reuse stage would occur. All 
interviews were semi-structured and conducted in person, except 
for P3 that was conducted over telephone. Interviews were split 
into two parts where: (i) participants refected on the decisions 
that they made when contributing to each research stage and were 
presented with Gabber interfaces to discuss how their contributions 
were represented, i.e., screens they used to analyse and curate data; 
and (ii) a scenario was used to structure a speculative discussion 
in relation to paradata usage concerning: representation, trust, and 
transparency. 

For the second part of the interview, a speculative scenario was 
used to discuss these areas of interest for two reasons. Firstly, prior 
research highlights desires from co-researchers for new ways to 
understand who has engaged with their data (transparency), to 
see how they and others are represented across each stage of the 
research process (representation), and how they trust the data will 
be used [54]. Secondly, prior work highlights that discussing the 
term ‘paradata’ explicitly could confuse participants as it is an 
unfamiliar term [16]. This motivated the choice of a scenario to 

refect on the role of paradata indirectly while limiting the potential 
to lead participants into discussing specifc forms of paradata. The 
following subsections describe the protocol used, including what 
was shown to participants at each stage of the interview. 

4.3.1 Reflections on Decision Making. Before the interview began, 
the rationale was described as aiming to understand participants 
experiences from contributing to Making Links and the decisions 
that they made that Gabber does not record, i.e., paradata. Each 
participant was then provided with an information sheet and con-
sent form. The interview began by asking the participant to explain 
their motivation for engaging in Making Links to ease them into 
the interview process, and were then asked to “walk me through 
the stages you contributed to” to explore the decisions that they 
made when contributing to Making Links. For example, P4 only 
contributed to the capture stage and was therefore asked why they 
interviewed the specifc person that they did, where their interview 
took place, and why they did not engage in other research stages, 
etc. This enabled understanding of decisions that participants made 
(i.e., paradata) that was not captured through Gabber that partici-
pants deemed important to convey, while refecting on the usage 
of Gabber and their qualitative practices. The interview schedule is 
outlined in Appendix A. 

Following this, and to structure refective discussions, a laptop 
was used to show the participant how data was represented and 
engaged with by other Making Links co-researchers in the data 
analysis and curation stages on Gabber’s website. For example, P5 
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Table 1: Participant’s role in Making Links, their prior experience of qualitative research, and their contributions to each qual-
itative workflow stage, i.e., Data Preparation, Capture, Analysis, and Curation. 

Participants Preparation Capture Analysis Curation 
ID Role Prior Experience Attended Interviewer (Interviewee) Comments (codes) Attended 

P1 Researcher Expert Y 5 (0) 107 (217) Y 
P2 Staf Expert Y 0 (0) 0 (0) Y 
P3 Staf Novice N 1 (1) 18 (74) N 
P4 Client None N 0 (1) 77 (249) N 
P5 Client None Y 0 (0) 0 (0) N 
P6 Client Novice Y 2 (1) 175 (267) N 
P7 Client None N 0 (1) 0 (0) N 
P8 Client None Y 0 (1) 63 (101) Y 
P9 Client None N 0 (1) 0 (0) N 

Total 5 8 (6) 364 (793) 3 

was shown an interview that they took part in and P6-8 were shown 
interviews they had analysed. As P3’s interview was conducted over 
the phone this was not possible, so instead we prepared summary 
statistics to describe how others engaged with their contributed 
data, e.g., the total quantity of comments on their interviews. This 
enabled participants to understand the other workfow stages that 
they may not have contributed to and how data was engaged with. 
Participants were then asked to refect on how this data was repre-
sented on the Gabber website, and “Is there anything else you would 
have liked to know about how others engaged with your data” to 
understand what was valuable and what may be missing. 

4.3.2 Speculative Scenario. The second half of the interview used 
a speculative scenario to understand how the decisions participants 
made when contributing to Making Links could be viewed and 
beneft others. Participants were presented with a handout of the 
following scenario that was read verbatim to contextualise the 
proceeding discussion: 

Sami, CEO of ActionHub, located in another area has 
come across content created through this co-research 
project. Sami has loved listening to the experiences 
shared and the innovative way technology has been 
used. Sami wants to lead a co-research project and would 
love to learn about what happened behind the scenes to 
help replicate your process: not just what data went in 
and what came out, but why you made the choices 
you did. Sami has contacted you with three questions 
that would help them get started. 

After introducing the scenario, a Gabber playlist was shown to 
ground participant’s responses in relation to the outcome of Making 
Links. Three questions were then asked to structure the interview 
around the themes of trust, representation, and transparency as 
follows: (1) “How can we trust that a playlist represents a community’s 
experiences?” ; (2) “How data you contributed and analysed might 
be misrepresented” ; (3) “How the time and efort that went into the 
process is not present in the fnal output”. When discussing each 
question, the participant was prompted to consider the decisions 
that they made during Making Links and how those could be used 
to represent their eforts. 

4.4 Data Analysis 
All interviews were audio recorded one-week following the com-
pletion of the feld deployment of Making Links. Interviews lasted 
47-minutes on average (SD=09m33s, min=35m51s, max=62m) and 
were transcribed verbatim using a transcription service. An induc-
tive thematic analysis (TA) approach was taken following Braun and 
Clarke [6]’s six-step methodology with an interest to understand 
the potential value, perceptions, and challenges of paradata. TA was 
chosen as it accommodates working with a diverse range of qualita-
tive data sources as was collected throughout the feld deployment 
– i.e., feld notes, participant observations, and interviews – and 
facilitates fexible, iterative analysis. Data was initially coded and la-
belled with summary notes by three members of our research team 
that were then discussed between these three researchers. Follow-
ing this, data was recoded, then clustered into initial themes based 
on codes and notes from across researchers. The initial themes were 
then discussed between those that coded data to refne themes prior 
to revisiting the coded data. The themes were then refned through 
an iterative process as the writing of the analysis progressed. The 
Gabber platform was used to record the research interviews, but 
not for data analysis. This decision was infuenced by co-authors 
preferences to read and interact with transcripts (compared with 
audio recordings in Gabber), prior collaboration practices amongst 
co-authors, and internal time constraints of upcoming publication 
deadlines. This iterative, inductive process resulted in four themes 
that are presented in the phase two section below. 

5 PHASE ONE: FIELD DEPLOYMENT 
This section describes the fndings of a four-month feld deploy-
ment of a digital platform (Gabber) that was used to support the 
qualitative practices of co-researchers in Making Links. 

5.1 Findings 
The Making Links qualitative research process spanned four 
months, where nine co-researchers contributed at various research 
stages as outlined in Table 1. Five workshops (each lasting three-
hours) were held across this period to structure each research stage 
(i.e., preparation, data capture, analysis, curation) and to assist 
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co-researchers in familiarising themselves with Gabber. All co-
researchers were invited to attend all stages and lack of attendance 
to any was due to participant unavailability. 

Co-researchers created Gabber projects and associated topics 
to structure data capture (Figure 1.A.) from each group of interest: 
budget holders (employer), personal assistants (employees), and 
family supporters. Co-researchers took responsibility to capture 
interviews with peers from their personal networks that they be-
lieved could contribute valuable experiences or nominated peers to 
be interviewed by P1 (a researcher) where their personal scheduling 
made interviewing peers challenging. In total, seven co-researchers 
recorded eight interviews, creating 3 hours 12 minutes of audio 
recordings (M=14m45s, SD=08m15s, min=03m53s, max=29m23s). 

Following the data capture stage, a workshop was held with fve 
co-researchers who undertook close listening to the recorded audio 
to familiarise themselves with the data. Co-researchers then created 
a codebook resulting in 15 codes that spanned key themes of signif-
icance for the community such as ‘Recruitment’, ‘Wellbeing’, and 
‘Control’. This stage initiated the frst steps of community members 
contributing to data analysis. Five co-researchers created 364 com-
ments across all interviews in total (M=17.3, SD=17.5) where 793 
codes were applied (M=79.3, SD=32.2 per interview). From this, 57 
comments contained no codes, and the remaining 307 comprised of 
762 codes with 44 codes on average per conversation. All 15 codes 
from the codebook created by co-researchers were used across 
each conversation. The top three codes used were “Relationships” 
(96), “Planning” (89) and “Recruitment” (74), while the least used 
codes were “Networking” (21), “Control” (29), and “Respect” (30). 
53% of comments did not include any textual responses, whereas 
all comments included codes that indicated a preference for coding 
of data over writing responses. Through paired analysis, 68 com-
ments (18%) were created comprising 175 codes (22%), indicating 
that the data analysis workshop provided an opportunity for some 
co-researchers to engage in analysis who did not otherwise. 

The curation stage occurs in the Gabber platform through listen-
ing to all snippets of annotated audio conversations from the data 
analysis stage and creating audio playlists by curating a selection 
of snippets around a specifc theme. The curation workshop was 
attended by three co-researchers (P1, P2, & P8) who had all previ-
ously engaged in the data analysis workshop and were therefore 
familiar with the dataset and had preconceptions for the types of 
playlists they would like to create. Curation was undertaken as a 
group, which involved discussing and planning potential playlists 
informed by the recordings they had listened to previously, and 
then fltering and listening to commented snippets using the playlist 
interface. In this way, co-researchers did not have to listen to all 
content, but to fnd and listen to content that they were familiar 
with, which at the same time highlighted how familiarity with the 
dataset may have caused co-researchers to overlook specifc data. 
As such, the group discussed and planned their playlists, result-
ing in the creation of 11 across a range of themes, e.g., “The role 
of a PA” and “Employer: Recruitment Process”. In total, playlists 
lasted 35 minutes 38 seconds (M=3m14s, SD=1m55s, min=0m44s, 
max=8m3s) that each contained nine commented audios on average 
(SD=4.7, min=2, max=19). Four playlists were later selected to struc-
ture a series of training sessions aimed at individuals interested in 
becoming a personal assistant that did not participate in Making 

Links, thereby directly utilising and referencing the experiences 
documented by contributors. 

Through a summary of the feld deployment, this section illus-
trated the intensity of participation and decision-making under-
taken at each qualitative workfow research stage. The following 
section outlines where paradata could be captured in Gabber and 
describes where it could be used in practice. 

5.2 Process Transparency Through Audio 
Interaction Paradata 

Through observing co-researchers with varying prior experiences 
in qualitative research, we gained insight concerning the challenges 
experienced in each qualitative workfow stage that informed our 
understanding of the ways that paradata could be used to address 
them. Being part of the Making Links project and analysing the 
results also served as a refective process of our own research prac-
tices that helped shape our understanding on paradata’s role. 

Gabber already utilises metadata across the platform to represent 
what and when topics were discussed during interviews, who anal-
ysed and commented on interviews through pseudonymous icons 
to conceal identities, and the duration of interviews and playlists. 
Potential paradata measures that could be recorded in Gabber is 
described in Table 2, which has design implications for other dig-
ital tools for qualitative research such as QSR International [52], 
Condens [15], and OurStory [3]. Gabber is designed to enable inter-
actions with the original captured audio interview. The Listening 
Coverage measure from Table 2 could leverage the playback logs 
from Gabber to highlight when a user starts and fnishes listening 
to a portion of an audio (interview) to infer what proportion of 
the recording were listened to, if there were sections that were 
skipped, or sections that are repeatedly listened to. Likewise, En-
gagement Rate would provide insight into the total duration each 
researcher spent creating memos (comments), applying codes, or 
both. This combination of listening coverage and engagement rate 
could enable process transparency and trust that the research data 
represented (such as in a written report) are representative of what 
the participant said as we could observe if all researchers listened 
and annotated that data. 

Data analysis was observed as the qualitative workfow stage 
that took the most time and efort from participants and so using 
paradata to represent decisions in that stage is critical. Generating 
Thematic Maps of the multiple processes associated data analysis 
is one potential role for paradata. For example, storing the order 
that audio interviews were listened to and when codes emerged or 
changed for each researcher in the research team. This paradata 
could enable data provenance of analytical procedures through 
visualisations that allow stepping through each change like version 
control systems in software development practices. This qualitative 
paradata could be automatically curated into a diary or journal 
to represent the process to others to overcome challenges of data 
sharing amongst qualitative researchers [65]. 

Our aim with Table 2 was to provide tangible descriptions of para-
data derived from interactions with media. Taken together, para-
data could be captured to provide insight into process transparency 
through making visible behaviours and interactions with the cap-
tured and analysed data, researcher bias such as if one researcher 
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Table 2: Examples of paradata that could be generated through Gabber during the data analysis stage. 

Name Description Design Considerations 

Listening Coverage The proportion of the single audio clip 
listened to by an individual. 

Could illustrate which data was not en-
gaged with to surface researcher bias (and 
rigour) when reporting fndings. 

Engagement Rate The time spent ‘engaging’ with data, such 
as listening to an audio interview, creating 
comments, or applying codes. 

Could provide insight into the efort re-
quired to undertake research activities, 
but such paradata could result in ‘gaming’ 
the process through producing paradata 
in ways to achieve an ideal characteristic. 

Thematic Maps 

Data Discards 

The order and frequency of how codes 
and comments (memos) on data evolved 
through refection or/and collaboration. 

The quantity of raw data that has been 
removed, such as notes taken, proportion 
of interviews not used in data analysis, or 
the time spent creating annotations that 
were discarded before saved. 

Could enable data provenance of the deci-
sions researchers made to support process 
transparency. This requires capturing and 
storing all (temporal) actions during an 
annotation such as word types, but intro-
duces privacy considerations. 
Could illustrate the decisions made and 
efort spent engaging in qualitative prac-
tices. This would require storing deleted 
paradata (associated with a deleted memo) 
that raised additional consent challenges. 

disproportionately contributed to data analysis, and representation 
such as if analysed data was not reported despite being the ‘most 
listened’ in the dataset. Our observations and refections on the 
feld deployment of Gabber helped to understand the potential role 
of paradata that could be benefcial to qualitative research practices. 
To understand the utility of paradata in the co-research context, we 
sought to gain perspectives from co-researchers through follow-on 
interviews. 

6 PHASE TWO: POST-DEPLOYMENT 
INTERVIEWS 

Our fndings outline four themes that highlight diferent roles of 
paradata in qualitative research practices: (1) to refect on partic-
ipant’s decision-making processes; (2) to demystify the decisions 
that are made by practitioners with data in the research workfow to 
increase the trustworthiness of fndings; (3) to provide data creators 
with opportunity to contest decisions made from their data; and (4) 
to observe how data contributed impacts the research process as 
a proxy to create evidence for external stakeholders, i.e., funding 
agencies. 

6.1 Refecting on Digitally Enhanced 
Qualitative Practices 

Data analysis in Gabber occurs by creating textual comments and 
applying codes to snippets of an audio interview. Participants de-
scribed their data analysis practices as primarily aiming to identify 
interesting content that would reduce the time and efort required 
from peers in the subsequent curation stage. For example, “things 
that stood out which other people could relate to” (P4) and “What parts 
of what this person is saying are useful to other people, as opposed to 

personal situation stuf?” (P7). This selfess focus came across these 
interviews, and notably where participants raised little concern for 
how their data and potential paradata could be misused. This could 
be attributed, in part, because Making Links was designed as a safe 
space from the ofset and participants were aware that any data 
captured would not be shared publicly without specifc additional 
consent. 

Participants empathised decisions that occurred outside of Gab-
ber usage that impacted their future interactions in Making Links. 
For example, P7 described trying to persuade a peer to be inter-
viewed and contribute their live experiences, noting that this in-
teraction “perversely, brought up a lot of useful information out of 
them that I have not been able to capture”, which impacted how they 
interpreted experiences when listening to content during data anal-
ysis. In contrast, P6 and P8 undertook data analysis in-person as a 
pair that P6 described as requiring compromises due to conficting 
analysis practices between the pairs: 

“We’re both quite alpha and we both think we know 
the right way to do it ... so we compromised how we 
would listen in sections and stop it and pause it or 
we listen to the whole thing. P8 wanted to listen to 
the whole thing and then just pick out like highlights, 
and I would rather go through it in bit-by-bit.” (P6) 

This illustrates the multiplicity of decisions participants made 
within diferent stages of the research workfow. Documenting how 
data analysis is confgured and approached could provide more 
granular insight into participation: P6 only contributed through the 
co-analysis process, but this is unknown to the Gabber platform as 
P8 was the user who created comments during analysis as outlined 
in Table 1. When asked why they selected the interviews they 
analysed, P6 explained that the limited time they had for co-analysis 
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restricted which data could be chosen and that interviews were 
selected to gain a “broader sense” of participant’s experience, i.e., 
by viewing interviews from across multiple distinct participants. 
Through Gabber it is possible to capture paradata on the specifc 
interactions when selecting and coding audio interviews, which 
could provide insight into who and what decisions were made by 
each participant. For example, who of the research team did not 
engage in analysis or which timestamps of interviews were not 
listened to. Across these interviews, we were often surprised to 
hear the reasons for decisions participants made when conducting 
interviews or analysis, such as choosing who to conduct paired 
analysis with. Paradata has the potential to help explain what and 
how participants engaged with qualitative data but can beneft 
from contextualisation from participants to enhance its meaning 
for others, such as knowing that the purpose of coding data was 
for reuse than nuance of content. This is particularly important 
to explain why an individual’s paradata may diverge from others, 
such as the time they spent when undertaking data analysis may 
be considerable despite not interacting with the media recording, 
e.g., being away from the screen. 

6.2 Demystifying Decisions in Qualitative 
Practices 

When presented with the analysis interface from interviews across 
Making Links, P2 – who was the CEO of ActionHub and only 
involved in the initial preparation and fnal curation stages – was 
surprised to see the quantity of comments and overall engagement 
with interviews. P2 then requested a breakdown on how long each 
participant spent contributing to gauge the overall efort required to 
run future instalments of Gabber. In contrast, P6, who had engaged 
in all research stages, highlighted the importance of improving 
transparency so that participants who contribute their data can see 
how their contributions are used and enacted by the community: 

“Anything that improves transparency and makes pro-
cesses clearer is never a bad thing. It shouldn’t be. If 
you’re taken part in something, there should be no 
mystery to it. It should be clear what your contribu-
tions was, what was done with it, and how it fed into 
whatever the end product is.” (P6) 

P6 went on to suggest that increased transparency could help 
practitioners critically refect and become more aware of their cur-
rent approaches to qualitative research as all decisions made could 
be visible to others: 

“It’s [paradata] going to make people who use Gabber 
think harder about what they’re doing because the 
more transparency there is, the more conscious you’ve 
got to be: why am I doing this? How did I come to 
this conclusion? How do I justify it?” (P6) 

On refecting on contributing to each research stage, the ex-
tensive time participants contributed was raised as important to 
document and visualise alongside reported fndings to showcase 
the efort that went into each research stage. However, P6, who en-
gaged in all research stages, noted that recording temporal paradata 
should include “all the think time around it [the process]”, noting 

that this was not shown through Gabber. The potential of visu-
alising the individual or aggregated time spent undertaking data 
analysis was suggested by another participant as a mechanism to 
gauge and compare the quality of disseminated results “. . . how long 
did somebody take to make that playlist versus one of the others” 
(P8), refecting that this would only be meaningful at the end of a 
research process rather than during as showing this paradata could 
infuence which data is engaged with. This highlights the potential 
fuidity of paradata: data can be captured in one form (time spent) 
but used at diferent moments of the research process to initiate 
representation, impact, or discussion. However, having “fully trans-
parent” research processes raised concerns from P6 – who engaged 
in co-analysis – regarding the potential of implicitly introducing 
biases when collaborating on data analysis as how individuals or 
the community engaged with the data might infuence selection: 
“people might go to the one that’s had the biggest hits, but it doesn’t 
mean it’s the one with the most useful information.” (P6). 

Participants expressed desires for alternative ways to view and 
explore the decision-making process alongside disseminated results 
– in Making Links this was in the form of audio playlists – to re-
veal qualitative research practices for themselves, funders, and the 
public. For one participant, knowing “the background of the person 
and where they’re coming from, not just a clip” (P5) was important 
to contextualise, relate, and to further appreciate the research fnd-
ings. Sharing of personal identifable information goes against the 
professional, ethical conduct, and regulation of qualitative research 
practices. However, participants interviewed expressed a desire for 
more control over how data they contribute to research projects 
– such as in Making Links where co-researchers also contributed 
their experiences as interviews – and the associated paradata is 
used and viewed by others. 

6.3 Viewing and Contesting Personal 
Contributions 

Qualitative research typically involves capturing experiences from 
participants, who often have limited involvement in the data analy-
sis and dissemination research stages [34, 35]. In contrast, all stages 
of Making Links were led by community members who used Gab-
ber across the complete qualitative workfow. P2, who was most 
experienced with qualitative research refected that traditional qual-
itative research practices can feel isolating and saw the inclusion of 
participants across in all research stages as a democratic approach 
that enables individuals to explore narratives beyond their “flter” : 

“When reporting peoples experiences . . . the flter is 
me. Yeah, you can go back, and you can check themes, 
or do certain things, but really, the flter is me. But 
this way [Gabber], then the flter isn’t just me. Its 
other people commenting on each other’s interviews, 
really, more democratic . . . ” (P2) 

Many participants expressed the personal value from contribut-
ing to Making Links, in part due to the positive experience of meet-
ing peers and the collaborative confguration of the project. Despite 
this, participants expressed wanting more control and ownership 
over how their experiences would be reused, particularly to redress 
any feelings of misrepresentation. This was in contrast to the data 
analysis and curation stages in this co-research project as they 
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“included the person with whom the interview was with” (P3) and 
thus improving the validity of the results as the participants have 
“been instrumental in coding it and confrming its use” (P3). Whereas 
how data was reused beyond the co-research project was unknown 
and therefore their experiences may be represented in ways that 
misalign with their values. For P3, it was therefore more important 
to be able to trace the provenance of their contributed data from 
the fnal output rather than see paradata when they contribute to 
research stages: 

“It would be useful if you can link each exerted playlist 
back to where it came from. ... if there was somewhere 
you could click into and see an explanation of where 
and you know, how this interview came about. ... then 
you can see why it happened and why somebody gave 
their time for this.” (P3) 

Data provenance is typically achieved using predefned metadata, 
e.g., W3C’s PROV standard [26]. However, enhancing each step 
taken through data provenance with paradata, such as listening 
metrics in Gabber, would further increase the visibility of engage-
ment with participants data and the impact it has had. Moreover, 
being able to view contributions in this way could enable research 
participants to ofer their opinions to clarify, confrm, or to con-
test how results are presented to ensure data is not misconstrued. 
One participant suggested that data owners should have a way to 
“veto” how their data is used in Gabber to overcome challenges of 
misrepresentation: 

“It’s always subjective, but at least the person whose 
information it is has had control over how it’s been 
used because they’ve been involved in the process 
and they’ve always had fnal veto.” (P3) 

When presented with a playlist, P4 was surprised to learn that 
their voice was included in all playlists created in Making Links, 
and was curious to know the cumulated time that others spent 
listening to their interview. For others, being able to not only view, 
but contest how their voice was represented was equally important. 
P8 suggested initiating a “complaint procedure” (P8) if they did not 
agree with how they were represented. Making paradata – such as 
listening behaviours in Gabber – visible for research participants 
could help demystify interactions that occur with data and qual-
itative research practices more generally from the perspective of 
co-researchers. 

6.4 Evidencing Engagement 
Researchers often strive to “give voice” to participants through how 
they represent their experiences as research fndings [1]. Typically, 
participants are not included in the analysis stage, which can lead 
to participants sharing their experiences but not knowing how or if 
their contributions informed and impacted other research activities 
[17, 35]. In our interviews, it was important for participants to 
know and see how their experiences were heard and engaged with 
beyond the Making Links members: 

“what would be interesting to know is how many 
people have actually listened to what I’ve said. To hear 
what they’ve highlighted about the actual interview 

itself ... It means somebody is listening to what I said.” 
(P4) 

When contributing experiences to research or consultation 
projects, having direct “feedback” from the hosts leading the project 
was noted by P4 as a way to evidence the impact they created: “They 
might have spent £20,000, and it would be nice for us to say, ‘Well, at 
least they’ve listened, and they’ve put this into efect.’ ” (P4). In Gab-
ber, disseminated results are represented as audio snippets that link 
back to the original source. This format of representing research 
fndings was seen as trustworthy as “. . . the raw data is always avail-
able, so the trust here is that you can track back and hear the whole 
person.” (P8). For P3, being able to trace the audio snippet from 
the reported outcome to the raw interview was seen to make the 
process more tangible: 

“I think it’s when you’ve contributed to something, 
and this what’s nice about using Gabber, is people can 
see the impact of their contribution. You’ve actually 
got a tangible product that you can see what you did.” 
(P3) 

While traceability is often achieved through metadata, such as 
backlinks to source material, paradata could supplement each ‘step’ 
that is being traced where it could further demonstrate impact. 
For example, by representing aggregated statistics of how many 
researchers listened or coded your data. Transforming paradata into 
a tangible asset could help enable accountability of the research 
workfow to increase its perceived validity and be used as evidence 
to support funding bids. For example, one participant noted that 
funders now require “evidence of what your users want” (P8), which 
could be achieved through a co-research project as presented in 
this paper and strengthened though being able to “demonstrate 
the process you’ve gone through” (P2) that could be possible with 
paradata. 

7 DISCUSSION 
This paper explored the role of paradata across a complete qualita-
tive research workfow to understand which types are most mean-
ingful to both research participants and co-researchers. Findings 
from the feld deployment phase highlight desires for “tangible” in-
teractions with paradata to demystify research practices and explore 
the impact participants have had on research. Moreover, paradata 
was seen as a multifaceted form of data, ranging from being intan-
gible (i.e., perceived efort) to temporal (i.e., time spent on analysis). 
What our fndings highlighted is that objective and subjective inter-
pretations of paradata are desired and could be recorded through 
systems like Gabber and used to enhance process transparency 
amongst other practical uses. Here objective paradata could entail 
the time spent listening to an interview while subjective accounts 
could be the perceived efort spent listening to the interview. 

The following subsections situate these fndings within existing 
qualitative techniques and digital tools that aim to improve the 
reliability of research practices. In doing so, we posit the need to 
design personalised interfaces that represent paradata in ways that 
are meaningful to co-researchers and participants. For researchers, 
this meant using paradata to make their decisions visible to increase 
research rigour and accountability and for research participants 
representing how their contributions created impact. 
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7.1 Increasing Transparency with Paradata 
The decisions a researcher makes during a qualitative research 
workfow can create paradata that we argue is personal and more 
meaningful to its creator as they understand and can explain vari-
ations in paradata. For example, the time spent analysing an in-
terview may be because one participant is deeply engaged in that 
specifc research activity, or as experienced in our study, paired 
analysis took place, resulting in considerable time being devoted 
to that activity. In this instance, paradata is subjective and requires 
contextualisation to be meaningful to the individual. Consequently, 
we argue that designing mechanisms to enable contextualisation of 
paradata where it is often automatically captured is scope for future 
work. This insight on the need for context to render meaning to 
paradata can inform interface design and prioritisation in the types 
of paradata that are captured in digital qualitative systems, i.e., tem-
poral that is objective and automatically captured, and intangible 
that is subjective and could be captured via a questionnaire or in-
app prompt. However, the motivations, utility, and opportunities for 
how paradata is represented and utilised varies depending on who 
is viewing its representations, i.e., co-researchers or academics, and 
thus having both individualised and aggregated interfaces would 
be benefcial depending on the context of use. 

Researchers are increasingly adopting refexive approaches to 
qualitative research that emphasise transparency of the researcher’s 
personal values and belief systems, and how these infuence the 
research and analytical process [7, 29]. Refexive statements could 
be used to further contextualise paradata by outlining why decisions 
were made [66]. However, refexive statements can contain personal 
data that could introduce barriers to sharing, and if written ad-hoc 
by the researcher may not be meaningful to others, e.g., during data 
analysis. 

Contextualising data automatically recorded by technologies to 
enhance its value is a well-documented design challenge in personal 
informatics [22, 33]. Without contextualisation, data generated by 
personal informatics tools can be difcult to interpret or often mis-
understood when shared with others [62]. Contextual visualisation 
techniques have been used to help people gain insight from their 
data and communicate it to others [12]. Likewise, research has ex-
plored how other people’s metadata from within a community (i.e., 
a workplace) can be overlaid to inform shared refection around 
health practices [50]. 

While automating contextualisation of data remains an open-
challenge, recent qualitative research has begun to explore semi-
automated approaches to coding data where NLP models recom-
mend codes based on prior coding practices [36, 57]. These ap-
proaches have the potential to transform existing qualitative prac-
tices, particularly for large datasets. In such systems, paradata could 
be derived when codes were accepted or rejected, and at that point 
capture context from the researcher regarding why they made their 
decision. Likewise, it would be critical to clarify when automated 
recommendations have been used within reports (e.g., a transcript) 
to ensure that there is human oversight, which could be achieved 
through contextualising outcomes with paradata. Automation is 
primarily focused on data analysis and so there is scope to explore 
the design of paradata interfaces within the other research stages. 

Recent work explores how paradata can be used to visually 
summarise existing music listening practices. Wirfs-Brock et al. 
[71] presented paradata to users of a music streaming platform – 
i.e., top songs, play-counts, hours listened to music – to discuss their 
usage patterns with the aim of informing interaction design for 
voice assistants. This work calls for more user involvement in the 
design of interfaces where paradata is used. P6 noted that Gabber’s 
use of the raw audio interview across all research stages enhanced 
engagement and accessibility. We posit that presenting paradata 
alongside the original source data (such as an interview) provides a 
context that can be meaningful to all involved in the research as 
each data source further contextualises the other. In this way, and 
like [71], paradata from real-world qualitative practices could be 
used as a resource to facilitate participatory design sessions that 
bring together the diverse range of stakeholders involved to ensure 
systems that are designed respond to the stakeholders’ needs. The 
following subsections outline the opportunities and challenges for 
designing and using paradata to supplement raw data for researchers 
and research participants respectively. 

7.1.1 For Researchers to Enhance Data Sharing. Recent research 
within the HCI community frames transparency in qualitative re-
search with two components: process transparency and data sharing 
[65]. Our fndings highlight desires to make visible decisions from 
across the research process and therefore the potential of process 
transparency with it through paradata. Sharing qualitative data 
remains a key tension point within the qualitative research commu-
nity due to the ethical and informed consent constraints associated 
with sharing human experiences, such as interview transcripts or 
audio [23, 65]. Designing interfaces that aggregate paradata could 
be one way to reveal procedural aspects of the research process 
to others while working within existing constraints because ag-
gregated paradata would ideally be anonymous and owned by the 
academic. For example, if a researcher conducted an interview 
study, a summary report that includes who in the research team 
engaged in data collection and analysis, their listening order, the-
matic mapping process, coverage of the interviews, and the portion 
of transcripts unused. Such a report could be interactive to enable 
others to query and explore this paradata, i.e., “Has all the data 
contributed by participants been analysed?”. 

Future work could explore and expand on these paradata-driven 
interfaces to enhance or supplant existing qualitative data shar-
ing practices and in doing so uncover the associated challenges 
through use. Caution must be taken when designing such interfaces 
as they could lead to practitioners “gaming” the process through 
producing paradata in ways to achieve an optimal characteristic. 
For example, assuming “representation” was a key characteristic, 
then the research team could have everyone open the transcripts 
and “engage” with them by leaving the digital tool open while they 
are not present. These risks could be alleviated by adding qual-
itative paradata as thematic maps that not only shows the time 
“engaged” with the transcripts, but also the trail of changes in cod-
ing. Beyond academia, paradata-driven interfaces could leverage 
playful and gamifed approaches (such as daily streaks) to sustain 
participation from co-researchers, which have shown applicability 
in citizen science and personal informatics research [30, 63]. Such 
playful approaches could help overcome barriers associated with 
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the interpretability of large-scale quantitative [50] and qualitative 
data [34], but requires further exploration to understand how this 
could be applied within qualitative co-research. 

In contrast to viewing a personal interface containing paradata, 
aggregated paradata has the potential to become a new form of 
supplementary material that can enhance qualitative data sharing 
as paradata is largely independent of the methodology applied dur-
ing research. For this paradata to be meaningful to others would 
also require sharing notes or annotations to contextualise the para-
data as outlined above. Requiring contextualised notes introduces 
additional layers of consent that could deter paradata adoption. 
However, using paradata for data sharing could be one tool to 
respond to emerging challenges of sharing raw qualitative data 
through providing a proxy that gives insights without revealing 
participant details [23], such as verifying that all interviews were 
disseminated. 

7.1.2 For Research Participants as a Feedback Loop. Qualitative 
research methods are increasingly being used by community or-
ganisations where transparency of decision-making is becoming 
increasingly important for accountability and to secure funding 
[34]. Research participants typically contribute to the preparation 
and data capture stage (Figure 1), and so future work could explore 
the design of paradata interfaces for data analysis processes as 
these would create more impact for research participants, such as 
displaying how many and for how long researchers spent listen-
ing, analysing and engaging with participant’s lived experiences. 
This provides unique design constraints as participants would be 
both the providers of source data and consumers of researcher’s 
paradata. For example, should participants know the total duration 
researchers spent with their data, but what if this time is short or 
non-existing? Particularly if this can be observed and compared 
amongst a set of interviews. 

The use of technology across the complete qualitative workfow 
provided opportunity for participants to refect on the potential 
utility of paradata. For participants interviewed, paradata was imag-
ined as a “tangible” asset that would satisfy their curiosity through 
showing how their contributions impacted the research workfow 
and how these were engaged with by others. In Gabber, such an 
interface could contain the time spent i.e., listening coverage and the 
journey taken i.e., thematic maps when “engaging” with the data as 
the co-researchers expressed and desired to know how much time 
they spent doing analysis and were surprised when they refected 
on it. When sharing outcomes from data analysis we contest that 
aspects of refexivity (e.g., refexive statements) should be excluded 
as they could be difcult to interpret and lead to confusion amongst 
research participants (or other researchers) as they typically con-
tain personal data from the researcher. Using data for refection 
in this way is a widespread practice within personal informatics, 
e.g., tracking time spent across applications on a computer [25], 
but has yet to be applied to qualitative practices. For participants 
interviewed, knowing personal details of who engaged with their 
data was important to build trust and a relationship between the 
research participants, the researchers, and their data. One approach 
could be the use of pseudonymisation for exploration of paradata 
at an individual level, i.e., which researchers listened to my data. In 
this way, paradata can form a feedback mechanism to the people 

that were involved in the research and thus as a way of closing the 
direct connection with research participants, but without revealing 
personal details between participant and researcher. 

Likewise, presenting the research background of the co-
researcher in summary reports could add another dimension to 
help explain why decisions were made. For example, the levels 
of research expertise or context-specifc lived experiences as ex-
pertise, e.g., years living with a health condition. This could help 
contextualise why pair analysis (e.g., time constraints or to train a 
collaborator) or bias in data analysis occurred (e.g., selecting data 
of research participants with similar lived experiences). 

7.2 Implications for Privacy and Consent with 
Paradata 

Informed consent is an integral step of the ethical conduct and 
regulation of qualitative research to ensure participants understand 
the implications of participating in research activities and how their 
contributed data will inform research [39], which motivated the 
embedded, multi-step dynamic consent process within the Gabber 
platform over the raw data captured. Prior survey methodology re-
search highlights how “the concept of paradata is inherently difcult 
to grasp and is unfamiliar to virtually all respondents” when taking 
informed consent, leading to low attrition in surveys [16]. This 
introduces design challenges for how best to represent, capture, 
and consent for paradata use within research projects where the 
research participants and the anticipated stages of research that 
they will contribute to may vary. 

In our study, participants had trust in one another as collabora-
tors, and so did not perceive any potential privacy concerns with 
how paradata could be misused within the predefned boundaries 
of the safe space created through Making Links. While digital tools 
for qualitative practices could automate the capture of paradata, 
enabling participants to observe, trace, or contest how their data is 
used, paradata also has the potential to facilitate malicious use, such 
as recording other forms of paradata (keystrokes) or monitoring 
time spent undertaking activities for performance review. Having 
an additional tool that provides measurements of “productivity” cre-
ates a risk of being used as a performance management tool rather 
than to promote transparency of qualitative practices. As noted 
previously, such an intended performance measurement use could 
impact how qualitative research is undertaken through shifting 
the focus on evaluation of the process (via paradata) rather than 
research outcomes. As noted above, this could lead to researchers 
‘gaming’ the process to ensure objectives are met (e.g., listening 
to a specifc quantity of interviews) or to ‘improve’ performance 
with regards to the proportion of analysis over time, which retracts 
from the purpose of conducting data analysis. As such, careful de-
sign must be taken to ensure paradata-driven interfaces and the 
associated tools are used for their specifc purposes when applied 
to qualitative research practices, e.g., to supplement sharing of raw 
data. How this could be realised remains an open challenge, but 
consent of sharing this data from both researchers and research 
participants provides one way to restrict access to those who need 
it. 

Moreover, the need to contextualise and catalogue paradata adds 
additional time and labour requirements that could prevent its 
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adoption, and so determining which subset of objective paradata 
that can be automatically captured would be most meaningful is 
a crucial next step of this research. It is therefore critical to de-
sign platforms that consume paradata to explicitly document what 
paradata is being collected and why, and for the paradata owner 
to have granular access control over what is recorded and who 
has access. For academics, this could be in the form of open data 
through pre-registration of paradata that intends to be recorded 
for research purposes and shared to make the decisions and intent 
transparent to further build trust amongst the research community 
concerning qualitative data [10, 14]. 

8 LIMITATIONS 
This paper presents fndings from an exploratory research study 
where participants from a real-world co-research project utilised 
a digital platform across all research stages and refected on the 
intended paradata usage through follow-up interviews. Participants 
were mostly inexperienced with qualitative research practices prior 
to participating in Making Links, and so the design fndings are 
not generalizable to other contexts. Nevertheless, inexperience 
is a side efect of participatory and co-research approaches that 
are increasingly being adopted within HCI (e.g., through digital 
civics research [20, 68]), and so there is a need to further explore 
the transferability of these fndings. This paper has provided the 
conceptual foundation for paradata as a potential design tool in 
qualitative research practices and initial exploratory feldwork to 
build upon. Future research could explore interface design with co-
researchers or study participants where tangible forms of paradata – 
e.g., data profles [71] – captured throughout the research workfow 
are presented, discussed, and refected upon by the research team, 
and thus extend the design learning presented here. 

9 CONCLUSION 
This paper draws from existing research to conceptualise the po-
tential role of paradata for practitioners of qualitative research as a 
tool to improve process transparency, i.e., the procedures associ-
ated with accessing, using, or engaging with a system, process, or 
data. We then present a co-research project, Making Links, where 
co-researchers engaged in all decision-making associated with qual-
itative research through using an existing open-source technology. 
Observations of technology use and post-deployment interviews 
refecting on the decisions participants made provided unique per-
spectives on paradata that has implications for technology design 
for qualitative research. Our fndings highlight how paradata has 
a potential role in demystifying the processes associated with re-
search for research participants, provide opportunity to contest 
decisions made on contributed data, and could be used to observe 
how contributions create research impact. We posit two properties 
of paradata – objective and subjective – and the associated design 
challenges that can inform the design of future paradata-driven 
interfaces, i.e., a need for contextualisation of paradata to render it 
more meaningful to others. 
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A INTERVIEW PROTOCOL 
• Tell me a bit about yourself? 
• Why you got involved in this project? 
• Can you walk me through the stages you contributed to? 
• Tell me a bit about your process? 

Representation, Trust and Transparency 
Scenario: how can others learn from and engage in a similar digital 

co-research process? 
Sami, CEO of MakingChains, has come across a playlist cre-

ated through this co-research project. Sam has loved listening to the 
experiences shared and the innovative way technology has been 
used. Sami wants to lead his own co-research project and would 
love to learn about what happened behind the scenes so he can 
replicate the process: not just what data went in (the interviews) 
and what came out (a playlist), but why you made the choices you 
did. Sami’s got three questions that he thinks would help him get 
started. 

(1) How can we trust that a playlist represents a community’s 
experiences? 

Keep in mind, the data we could capture about the steps you took 
when you contributed, for example, how many times a conversation 
was listened to, who listened to it, or which members voices are 
not included in the fnal report. 

(1) Sami is concerned that it could be possible to misrepresent 
members experiences, for example, by taking a quote out of 
context or only included the voice of certain people. 

From your experience, what could we do to prevent this? How 
can data from each stage help show that you did not misrepresent 
experiences? 

(1) Finally, Sami thinks that the time and efort that went into 
each stage of the process is A LOT! 

From your experience, which data could we use to represent the 
efort from each stage of the co-research project? What about the 
content that was contributed by each person? 

Evaluating Gabber stages (Process Evaluation): 
What if you could change anything? 

• Challenges with using Gabber (depending on their role) 
• How this process and tool could be improved? Anything you 
would change? 
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